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polynomial regression II

January 24, 2024

(hypothetical) data reminder

with a best-fitting curve
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parameter estimates

• miles is mean-centered

• the how-to for this will be in this week’s drill

Estimate Std. Error t value

(Intercept) 22.053552   0.581916  37.898

MILES.c -0.279100   0.027734 -10.063

M2           0.007941   0.002331   3.407

• the slope for MILES.c is the relationship between MILES and TIME 
only when MILES.c = 0 (i.e., at the mean) (point slope)

• the slope for M2 is (half) the rate at which the slope of MILES 
changes for each unit increase in miles

how to decide what power 
predictor to add

• if the relationship changes slope (e.g., from positive 
to negative) once, a squared predictor may work

• if the relationship changes slope twice (e.g., from + 
to – to + again), a cubed predictor may work
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polynomials

monotonic vs nonmonotonic 
relationships

• a monotonic relationship is one in which as one 
variable increases, so does the other (or vice versa)

• this may be linear or nonlinear

• a non-monotonic relationship is one in which the 
direction of the relationship changes as the value of 
the predictor changes
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options with monotonic nonlinear 
relationships
• instead of adding a power predictor, you can simply 

transform either the predictor and/or the outcome 
to linearize the relationship
• which transformation? see Tukey & Mosteller’s bulging 

rule

• you can add a power predictor
• pro: you can accommodate the changing X-Y 

relationship
• con: just like with interactions, the interpretation of 

slopes is complex

• spline regression (read about it here if you’re 
curious)
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https://towardsdatascience.com/unraveling-spline-regression-in-r-937626bc3d96
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SES & housing prices

how to transform?

transformed X and Y
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options with monotonic nonlinear 
relationships
• instead of adding a power predictor, you can simply 

transform either the predictor and/or the outcome 
to linearize the relationship
• which transformation? see Tukey & Mosteller’s bulging 

rule

• you can add a power predictor
• pro: you can accommodate the changing X-Y 

relationship
• con: just like with interactions, the interpretation of 

slopes is complex

• spline regression (read about it here if you’re 
curious)

how do you know if you should 
add a power predictor?
• in an ideal world, a theoretical prediction will guide 

your modeling

• but you should look at your data

• scatterplots, esp. with the geom_smooth()
function, will help you visualize what’s going on

• as always, be clear in how you decided to analyze 
data; don’t HARK (hypothesize after results are 
known) – clearly identify exploratory analyses as 
such ... and then replicate!

significance testing polynomial 
slopes
• for the following model

Y = b0 + b1X + b2X2

• what’s the null hypothesis for b2?

• b2 = 0 (precisely, β2 = 0)

Y = b0 + b1X + 0X2
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https://towardsdatascience.com/unraveling-spline-regression-in-r-937626bc3d96
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interpretation caution

• the significance test for b1 is a test of only the linear 
slope at a particular value of X; it is NOT a test of 
the main effect of X

a suggested protocol

• if you are interested in both the linear and quadratic 
effect of a predictor

• do things sequentially

• fit a one-predictor model first (and interpret b1)

Y = b0 + b1X

• then add in the power predictor (and interpret b2)

Y = b0 + b1X + b2X2

applying the protocol to the 
running data
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step 1: the linear-only model

Estimate       SE      t Pr(>|t|)    

(Intercept) 23.55225  0.40609 57.998  < 2e-16 

MILES.c -0.27980  0.02956 -9.466 1.35e-14 

SSE = 1029.0, Error df: 78, R-squared:  0.5346

In general, there is a strong negative linear relationship between miles of 
training per week and 5K times, b = -0.28, t(78) = -9.5, p < .001, R2 = .53.

step 2: adding the quadratic term

Estimate        SE       t Pr(>|t|)    

(Intercept) 22.053552  0.581916  37.898  < 2e-16

MILES.c -0.279100  0.027734 -10.063 1.09e-15

M2           0.007941  0.002331   3.407  0.00105

SSE = 894.2, Error df: 77, R-squared = 0.5956

The quadratic relationship is significant, b = 0.008, t(77) = 3.4, p = .001, 
ΔR2 = .051. The relationship between training and 5K times is less negative 
as training increases.
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examples in the literature (#1)

examples in the literature (#1)

examples in the literature (#1)
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https://journals.sagepub.com/doi/abs/10.1177/0956797614537280
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examples in the literature (#1)

examples in the literature (#2)

examples in the literature (#2)
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http://journal.sjdm.org/16/16305/jdm16305.pdf
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examples in the literature (#2)

examples in the literature (#2)

examples in the literature (#2)
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